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Note: This questlon paper contains two parts A and B.
Part A is compulsory which carries 25 marks. Answer all questions in Part A.
Part B consists of 5 Units. Answer any one full question from each unit.
Each question carrles 10 marks and-may hayve a, b, Gas sub questlons-. o,

" PART: A
(25 Marks)

Differentiate Data warehouse and DBMS. [2]
Write two differences between OLAP and OLTP . [3]
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Dlscuss about the concept hxerarchy generatlon [3]
Explain about Entropy and Information gain. [2]
Define two step classification process. [3]
Mention the Key issues in hierarchical clustering. [2]

Dltferentlate OPTICS and DBSCAN ‘ 3]
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2. What is a Data Warehouse? Explain three types of schemas that are used for modeling
data warehouse with examples. State the applications of Data mining. What is its need in
( Busmess" [1 0]
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_Deﬁne Data Cube computatlon kY Explam the rlous methods for Data Cube
/Computation. Discuss Coristruction of “Multi-dimensiorial thodel. Andits- operatxons vt i
[10]
4. What is the need for Data preprocessing? Discuss briefly various forms of Data -
[10]

preprocessing.
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Construct the FP-Tree from the given Transactional Database. Explain the procedure in
detail with minimum support = 3. [10]

1100 [£, A:C; D G, I, M, P
200 |A, B, C,F,L,M, O
300 |B,F, H,J,0, W
400 |B, C, K, S, P
/500 A,F, C,E, L,P, M,N o

Explain market basket analysis and its relevance to association rule. Explain the Apriori
algorithm using the following transactional data assuming that the support count is 22%.
Illustrate with an example. [10]

7001 et 7 | milk; dal, sugar, bread- S et
002 Dal, sugar, wheat,jam
003 Milk, bread, curd, paneer
004 Wheat, paneer, dal, sugar
005 Milk, paneer, bread

Explain them with example? Discuss the role of Information Gain in classification.[10]
OR

What are the various methods of evaluating accuracy of a classifier or predictor? Explain

Bagging and Boosting techniques? [10]

How Density based clustering algorithms are different from partitioning based cluster
algorithms. Compare both. Explain DBSCAN algorithm with suitable example. [l 0]
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