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1. Derive an example to explain the working of candidate eliminate algorithm. [15]

’determmed as pmsonous and others s not (determmed by ‘your fhrmer compamons trlal
and error). You are the only one remaining on the island. You have the following data to

( consider:
Example | Not Smelly Spotted | Smooth | Edible

« | Heayy A
R 0 1;
i 0 0 ¥
0 1 1 1
0 0 1 10
1 1 0 0
1 0 1 0
1 () _ 1 0 .
0 ok 0 0/"
1 1 0 1 2
1 1 0 0 2

You know whether or not mushrooms A through H are poisonous, but you do not know
about U through W. Classify mushrooms U, V and W using the decision tree as poisonous

trammg rule. [1 5]
4. " Suppose hypothesis h commits r = 10 errors over a sample of n = 65 independently drawn
examples.

a) What is the variance and standard dev1at10n for number of true error rate error D(h)"
j hat is the 90% corifi dence intet t -

6. Describe K-nearest Neighbour learning Algorithm for continues (real) valued target

function. [15]

With arx'example explai-n-»the parallﬁlizing-genetic al orithms [154

-""Descrlbe in detall about mductlve -an ytlcai approaches ‘to- leammg
---00000---




